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a  b  s  t  r  a  c  t

This  work  addresses  optimization  of an  improved  single-column  chromatographic  (ISCC)  process  for  the
separation  of  guaifenesin  enantiomers.  Conventional  feed  injection  and  fraction  collection  systems  have
been  replaced  with  customized  components  facilitating  simultaneous  separation  and  online  monitor-
ing  with  the  ultimate  objective  of  application  of  an  optimizing  controller.  Injection  volume,  cycle  time,
desorbent  flow  rate,  feed  concentration,  and  three  cut intervals  are  considered  as  decision  variables.  A
eywords:
ingle-column chromatography
nantioseparation
onstrained multi-objective optimization
enetic algorithm
MB

multi-objective  optimization  technique  based  on  genetic  algorithm  (GA)  is  adopted  to achieve  maximum
productivity  and  minimum  desorbent  requirement  in  the  region  constrained  by  product  specifications
and  hardware  limitations.  The  optimization  results  along  with  the  contribution  of  decision  variables
are  discussed  using  Pareto  fronts  that  identify  non-dominated  solutions.  Optimization  results  of  a  sim-
ilar simulated  moving  bed  process  have  also  been  included  to facilitate  comparison  with  a continuous
chromatographic  process.

© 2012 Elsevier B.V. All rights reserved.
. Introduction

The modern trend of pharmaceutical technology has been
reatly shifted toward single or pure enantiomeric drugs due to
trict regulations imposed by drug approval authorities in order
o obtain higher drug efficiency and to alleviate undesirable side
ffects [1].  Enantiopure compounds can be accessed either by
rganic synthesis or by resolution techniques, namely, kinetic
esolution, chromatographic resolution, etc. [2].  Recently, chro-
atographic enantioseparation has become the preferred method

or its cost effectiveness, ease of operation, and flexibility [2],  as it
mploys variety of processing materials and methods supported by
ich theoretical background [3–5].

Chromatographic separation process design schemes vary from
ingle-column batch separation (also known as elution mode [6])
o fully automated simulated moving bed (SMB), which resembles a
ontinuous true moving bed (TMB) process. Depending on the scale
f operation, the chromatographic separation can also be divided
nto three broad groups: analytical, semi-preparative and prepara-
ive chromatography. The objectives of developing new processes

re primarily speed of separation and reducing the total produc-
ion cost. Observing the ever-growing stringent regulations, quality
ontrol, and safety may  also be other motivations.

∗ Corresponding author. Tel.: +65 67946144; fax: +65 65138075.
E-mail address: Aman@ntu.edu.sg (M.  Amanullah).

021-9673/$ – see front matter ©  2012 Elsevier B.V. All rights reserved.
oi:10.1016/j.chroma.2012.01.057
There is no cure-all for all problems and a compromise might be
necessary for any specific demand. For instance, batch operation
is well suited for varying feeds and small-scale research activi-
ties while at large scale for a fixed production, an SMB  process is
favorable and usually outperforms the batch operation.

Although SMB  is one of the most advanced chromatographic
separation methods, which boosts productivity and reduces the
operation costs, it is relatively hard to design and control due to
its hybrid nature [7] and requires very skilled operators. It also
demands significant capital investment.

There have been some efforts to find simpler processes,
which can resemble SMB  in characteristics [8–11]. Most of these
approaches are based on using a single-column arrangement. In
this paper, we  have introduced a cyclic injection single-column
process for the separation of guaifenesin enantiomers where feed
injection and fraction collection mechanisms of commercial HPLC
units have been redesigned. Operation flexibility has also been
improved through allowing overlapped peaks from adjacent cycles
as explained in Section 3.

In order to investigate the performance of different processes
on a fair basis, they must be examined at their optimal operat-
ing points. In addition, parameters must be defined in a consistent
manner, including decision variables, process scale, constraints,

and objective functions. In this work, optimization of the process
has been formulated with two  objectives: maximizing productivity
and minimizing desorbent requirement. There exists a trade-
off between these performance indicators as they may  not be

dx.doi.org/10.1016/j.chroma.2012.01.057
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
mailto:Aman@ntu.edu.sg
dx.doi.org/10.1016/j.chroma.2012.01.057
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Table 1
Physical parameters.

Parameter Value Unit Reference

D 1 cm –
L 10 cm –
ε 0.704 – [19]
HA 3.49 – [19]
HB 1.41 – [19]
KA 0.0550 L/g [19]
KB 0.0135 L/g [19]
dp 20 �m –
ki 18.3 1/s [26]
M.-K. Kazi et al. / J. Chro

imultaneously maximized or minimized at a single operating
oint. Therefore, solutions of the optimization problem appear as a
et of points, which are non-dominated with respect to one another.
n the other hand, the constraints like maximum allowable pres-

ure drop along with purities of products must be accounted
roperly.

In this paper, we have used NSGA-II (non-dominated sorting
enetic algorithms) [12] to search for optimal points. NSGA-II is
n evolutionary algorithm (EA), which mimics natural evolution to
onstitute optimization procedures. EAs are different from classical
earch and optimization procedures in a variety of ways. They excel
ver calculus-based methods in the sense of escaping from a local
ptimum [13]. Thus, they are ideal candidates for solving nonlinear,
arge-scale optimization problems with multiple local optima. They
an also be extended to multi-objective optimization in a straight-
orward manner [14–17].

. Modeling

Simulation of the improved single-column chromatographic
rocess has been carried out using a detailed one-dimensional
odel, which considers convection and axial dispersion in the fluid

hase. Linear driving force model is used for approximating the
ass transfer dynamics. The material balance, mass transfer, and

dsorption equilibrium are expressed by the following equations
6], respectively

∂ci

∂t
+ 1 − ε

ε

∂ni

∂t
+ v0

∂ci

∂z
= Dax

∂2
ci

∂z2
(1)

∂ni

∂t
= ki(ci − c∗

i ) (2)

i = fi(c) (3)

ere t and z are the time and space coordinates, respectively. ε is
he overall void fraction of column and v0 is the interstitial velocity.
ax is axial dispersion coefficient and ki is overall mass transfer
oefficient of species i. The function fi in Eq. (3) is the adsorption
sotherm of component i.

The axial dispersion coefficient Dax is calculated using the fol-
owing correlation [18].

Pe = 0.2 + 0.011Re0.48 (4)

e = v0dp

Dax
(5)

The pressure drop in the column is calculated using Darcy’s law
2]:

P = �vL�

d2
p

(6)

here � is an empirical constant, which is known as the resistance
arameter. v is superficial velocity, L is column length, dp is particle
iameter, and � is viscosity.

.1. Separation model

Guaifenesin has been taken as the model chiral compound to
eparate, where (S)-(+)-guaifenesin is the more retained enan-
iomer denoted by A and (R)-(−)-guaifenesin is the less retained
nantiomer denoted by B throughout this paper. In optimization,
he upper limit of feed concentration has been taken as 35 g/L.

xperimentally, we have checked the solubility of guaifenesin in
eptane–ethanol (65:35, v/v) mixture at room temperature (23 ◦C)
o justify the upper limit of feed concentration. This value is in close
roximity of the value used by Francotte et al. [19].
�  500 – [2]
mad 4.7 g –

2.2. Isotherm

The competitive binary Langmuir isotherm of guaifenesin enan-
tiomers (Eq. (7))  in heptane–ethanol (65:35, v/v) mobile phase and
on Chiralcel OD stationary phase has been taken from literature
[19].

ni = Hici

1 +
∑Nc

i=1Kici

(i = A, B) (7)

where Hi is the Henry constant and Ki is the equilibrium constant of
the component i. The values of parameters are reported in Table 1.

3. Process description

The process flow diagram is shown in Fig. 1. Feed, as a train of
pulses, is injected by the arrangement of an HPLC pump and an
8 port, 2 position switching valve. This method does not require
any autosampler and reduces the sample injection time. Moreover,
this arrangement allows variable injection volumes through par-
tial loop filling, which means injection volume need not change
in quantum steps; it can change in a gradual manner. This feature
helps to search for the optimal point in the entire range of injec-
tion volume. The feed pump delivers the feed, which is prepared
at a constant concentration, at a specified flow rate for a certain
period of time. In this manner, a certain mass throughput of solute is
injected. Desorbent is delivered through a second HPLC pump. The
maximum desorbent flow rate is dictated by the maximum allow-
able pressure that the stationary phase Chiralcel OD can withstand
(40 bar).

A semi-preparative column is used for separation. A typical
chromatogram is shown in Fig. 2(a). The eluted compounds are
divided into four fractions as shown in Fig. 2(b). Start of collec-
tion may  be detected by the ultra-violet (UV) detector as the rising
shoulder of the first peak elutes, and hence it is considered as the
start of the first cycle. The consecutive start points are calculated
with respect to this point. This approach is very similar to the con-
ventional stacked injection [20]. However, the elution profile might
be continued to next cycle as there is no limitation for baseline
separation in this separation scheme.

The fraction collector is a 5 port, 4 position valve, which resolves
the elution profile into four fractions: the first fraction is rich in B.
It is collected immediately after the first peak is detected. The sec-
ond fraction is a mixture of A and B, and is considered as a waste
in this process scheme although it can be recycled to the feed for
further purification. The third fraction that is rich in A, is collected
in a similar fashion. Finally, the fourth fraction is collected as the
second waste. It may  be noted that the beginning of collection of

second fraction is the end of collection of first fraction. It is worthy
of attention that for a Langmuir-type isotherm, the fourth fraction is
usually diluted and its total concentration is by far less than the sec-
ond fraction. This fact is actually the primary reason for collecting
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Fig. 1. Schematic process flow diagram.
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wo waste fractions separately. As a result, this fraction collection
cheme offers three cut intervals as three degrees of freedom to the
esigner.

The contents of product fractions are sent to two intermedi-
te vials where they are well homogenized to obtain an average
oncentration values representing the entire respective fractions.
herefore, a cyclic steady state can be achieved in this way.
t may  be noted that the cyclic steady state is in terms of
urity and recovery calculated over one cycle at the exit of the
olumn.

Arrangements are provided for injection of a small fraction from
ach vial to two parallel analytical columns as shown in Fig. 1. The
ffluents from these columns are directed to two UV detectors for
oncentration measurement. They can operate in parallel indepen-
ently, enabling measurements at minimal time. The content of
he vials enriched in one enantiomer are collected in two  separate
roduct bottles at the end of every analysis/cycle. This serves as
n online monitoring system, which can be used both for monitor-
ng of product quality and implementation of an online optimizing
ontroller.

It may  be noted that attention is necessary in designing the
nline monitoring system so that an accurate product concentra-
ion can be obtained, which is essential for implementation of any
ontroller [7].  Besides, attention should be given to reducing the
ime delay in measurement to enhance the effectiveness of the con-
rol scheme envisaged to be implemented in the course of time.

ince the process is cyclic in nature and provisions for feedback
f average concentration is made, we believe that ‘cycle-to-cycle’
epetitive model predictive optimizing control scheme may  be well
uited for this process.
4. Optimization

4.1. Problem statement

Optimization of the ISCC process has been formulated as a multi-
objective optimization problem to maximize productivity (Pr) and
minimize desorbent requirement (Dr), while fulfilling process and
product constraints.

The solution domain is defined by decision variables, namely
operating parameters to be changed in order to optimize the pro-
cess. They are injection volume (Vinj), cycle time (tcy), desorbent
flow rate (QD), total feed concentration (cF

T ), and three cut intervals
(dtc1, dtc2, and dtc3).

Productivity is defined as

Pr =
∫ tcy

0
(cE

A + cE
B)Q E dt +

∫ tcy

0
(cR

A + cR
B)Q R dt

madtcy
(8)

where mad is the mass of adsorbent in the column. Desorbent
requirement is defined as

Dr = tcyQ D + Vinj

cF
T Vinj

(9)
The flow rate of raffinate stream is defined as

Q R =
{

Q D if 0 ≤ t − tsc < dtc1
0 else

(10)
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Table 2
Range of decision variables.

Decision variable Range

Vinj 300–5000 �L
tcy 10–90 s
QD 5–70 mL/min
cF

T
10–35 g/L
ig. 2. Typical elution profile: (a) train of consecutive eluted peaks; (b) allocation
f  cut intervals and fractions. tsc is the start of cycle and dtc1 to dtc4 are the assigned
ut  intervals comprising one cycle time.

imilarly, the flow rate of extract stream is defined as

E =
{

Q D if 0 ≤ t − tsc − (dtc1 + dtc2) < dtc3
0 else

(11)

urities are defined as

B =
∫ tcy

0
cR

BQ R dt∫ tcy

0
(cR

A + cR
B)Q R dt

(12)

A =
∫ tcy

0
cE

AQ E dt∫ tcy

0
(cE

A + cE
B)Q E dt

(13)

nd recoveries are defined as

B =
∫ tcy

0
cR

BQ R dt

cF
BVinj

(14)

=
∫ tcy

0
cE

AQ E dt
(15)
A

cF
AVinj

onstraints dictated by product specifications are purity and recov-
ry and those dictated by hardware limitations are maximum
dtc1 1–90 s
dtc2 0.2–90 s
dtc3 1–90 s

allowable pressure drop across the column and maximum pump
flow rate

Pi ≥ Pmin
i (i = A, B) (16)

Yi ≥ Ymin
i (i = A, B) (17)

�P ≤ �Pmax (18)

Q D ≤ Q D
max (19)

The range of values for decision variables are given in Table 2. They
have been obtained from analysis of physical limitations such as
solubility limit, valve response time, etc. The maximum allowable
pressure drop is taken as 40 bar. There are also a few logical con-
straints bounding the decision variables: injection time (Vinj/QD)
cannot be greater than cycle time tcy. Therefore,

Vinj

Q D
< tcy (20)

and sum of three assigned cut intervals must be smaller than cycle
time tcy

3∑
i=1

dtci < tcy (21)

The performance indicators are considered as Dr and 1/Pr to suit
a minimization problem. The nonlinear inequality constraints on
product purity and recovery (Eqs. (16) and (17)) are incorporated
in the objective functions as penalty functions

J1 = 1
 ̨ + Pr

+ �ptfpt (22)

J2 = Dr + �ptfpt (23)

where fpt is defined as

fpt=
2∑

i=1

max

(
0,

(Pmin
i

−Pi)

Pmin
i

)
+

2∑
i=1

max

(
0,

(Ymin
i

−Yi)

Ymin
i

)
(i = A, B)

(24)

 ̨ is a very small positive number added to avoid division by zero,
and �pt is a penalty factor, regulating relative weight of the penalty
function.

5. Numerical solution techniques

The model equations comprise partial differential equations
(PDEs), which are discretized in space using third-order weighted
essentially non-oscillatory (WENO) scheme [21], which is more
convenient than other alternatives (e.g., van Leer flux limiter [22])
when axial dispersion is significant and as a result, sharp fronts
are smoothed. The resulting set of ordinary differential equa-
tions (ODEs) is solved by the method of lines. Among different

ODE solvers that we have tested, Adams–Bashforth–Moulton PECE
solver [23] seemed to be the most satisfactory in terms of handling
computationally intensive problems. The simulation parameters
are given in Table 3.



26 M.-K. Kazi et al. / J. Chromatogr. A 1231 (2012) 22– 30

Table  3
Simulation parameters used in MATLAB.

Parameter Value

ODE solver Adams–Bashforth–Moulton [23]
Absolute integration tolerance 10−6

Relative integration tolerance 10−4
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Case A

Case B

Case C

Case D
Maximum time step 0.5 s
Number of grid points 400

The discretized equations have been compiled in C program-
ing language, but embedded in MATLAB environment. In this
ay, the computational speed could be boosted drastically. More-

ver, mass balance equations must be solved for intermediate vials.
s a result, purity, recovery, productivity, and desorbent require-
ent are calculated in each cycle as average values. Calculations

re restarted when a new cycle emerges.
The optimizer calls the model with a set of decision variables

s individuals and receives the process performance indicators in
eturn at the end of each run. In the simulation studies, cyclic steady
tate can be achieved quickly, but for more assurance, several cycles
f operations are considered as shown in Fig. 2(a).

We have chosen NSGA-II (non-dominated sorting genetic algo-
ithm) [24] in MATLAB for optimization programming, which is one
f the most powerful and robust multi-objective optimization algo-
ithms. In this algorithm, solutions are categorized based on sorting
heir ranks into layers spearheaded by Pareto front. The optimiza-
ion algorithm converges when change in average Pareto spread
alls below a certain limit over several generations.

. Results and discussion

.1. Single-column chromatography

Results of four case studies with different purity and recov-
ry constraints are reported here as summarized in Table 4. The
ptimization results are presented in terms of Pareto fronts. Fur-
hermore, the effects of decision variables on the performance
ndicators are analyzed and presented.

.2. Pareto fronts

The optimal operating points obtained as Pareto fronts are
hown in Fig. 3 where the horizontal axis and vertical axis cor-
espond to productivity and desorbent requirement, respectively.
ny operating point that falls in the left and above part of a Pareto

ront is suboptimal. On the other hand, any point to the right and
elow of any Pareto front is inaccessible. It is clear from Fig. 3 that
s we move from less stringent constraints (case A, P = 90%, Y = 85%)
o more stringent constraints (case D, P = 99.9%, Y = 98%), the Pareto
urves move up and left indicating higher desorbent requirement
nd lower productivity. Apart from this shift, the Pareto fronts
ecome steeper, indicating that at higher purity and recovery, any

ncrease in productivity requires a greater increase in desorbent

equirement compared to less stringent cases.

Across these case studies, a 10% decrease in purity constraint can
oost productivity by about a factor of six, while it can only reduce
esorbent requirement by about a factor of two. Therefore, while

able 4
urity and recovery requirement constraints for optimization case studies.

Case Purity Recovery

A 90% 85%
B 95% 90%
C  98% 95%
D 99.9% 98%
Fig. 3. Pareto fronts as productivity and desorbent requirement under different
purity and recovery constraints. Case A: P = 90%, Y = 85%, case B: P = 95%, Y = 90%,
case C: P = 98%, Y = 95%, and case D: P = 99.9%, Y = 98%.

there is a large degree of freedom on productivity, in comparison,
desorbent requirement is limited to a narrow range of values.

There are discontinuous sections observed in some of the Pareto
fronts. This can be explained by looking at the entire feasible popu-
lation. In the discontinuous regions, the population passes through
a maximum when Dr is plotted vs. Pr.  The maximum point and
its neighboring points are dominated by the right hand section of
Pareto front, and therefore they do not appear as a part of optimal
points. This phenomenon may  result in a wide gap in final Pareto
front. This reiterates the necessity of observing good level of diver-
sity during optimization to ensure that all discontinuous sections
have been explored.

6.3. Elution profiles

In Figs. 4 and 5, the simulated chromatograms of two  extreme
case studies are given for left most points and right most points of
Pareto fronts, respectively. It has been observed that for case study
A, there is significant amount of overlapping between peaks of two
consecutive cycles. For case study D however, overlapping dimin-
ishes, and we have almost base-line separation. This implies that an
overlapping scheme is favorable for reduced-purity and recovery
conditions as the optimizing algorithm adopts majority of solution
points from this region of operation.

6.4. Effects of decision variables

In Figs. 6–11, the effects of decision variables on productivity and
desorbent requirement for cases A and D are shown. The results of
cases B and C show similar pattern. Since it has a clear relation with
productivity and desorbent requirement, we  have also shown the
effect of throughput (Eq. (25)), which is a function of three inde-
pendent decision variables namely, feed concentration, cycle time,
and injection volume

TF = cF
T Vinj

tcy
(25)

For a better insight, the Pareto results of case study D given in pre-

vious figures are summarized in Table 5. These points are all the
subset of feasible solutions yielding the best values of objective
functions. The results of other case studies are not shown here for
brevity.
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Table  5
Decision variables and objective functions of Pareto front for case study D.

Pr (g/(min g)) Dr (L/g) Vinj (�L) tcy (s) QD (ml/min) cF
T

(g/L) dtc1 (s) dtc2 (s) dtc3 (s)

0.0070 0.228 1341 83.6 6.7 35.0 18.5 2.9 61.8
0.0070 0.228 1341 83.6 6.7 35.0 18.5 2.9 61.8
0.0074 0.232 1338 79.2 7.2 34.9 17.4 2.6 58.2
0.0075 0.235 1326 77.4 7.4 34.9 17.0 2.5 56.2
0.0077 0.238 1311 75.0 7.7 34.9 16.4 2.4 53.5
0.0079 0.241 1299 72.1 8.0 35.0 15.8 2.3 53.3
0.0083 0.244 1290 67.8 8.6 34.9 14.8 2.2 49.2
0.0087 0.258 1293 62.9 9.5 33.7 13.6 2.2 46.8
0.0091 0.270 1290 58.8 10.4 33.1 12.5 2.0 42.2

10.4 

13.8 

18.2 

o
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i
i
i
I

F
Y

0.0091 0.270 1290 58.8 

0.0107 0.297 1151 47.1 

0.0138 0.302 1057 33.3 

Fig. 6 shows that feed concentration has a significant effect
n the performance indicators. Most of the optimal points
re located in a narrow range near the solubility limit. This

s because when feed concentration increases, productivity
ncreases and desorbent requirement decreases thereby acting
n the same direction in terms of improving the objectives.
n fact, feed concentration acts mostly as a scaling factor; it
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ig. 4. Chromatograms of the left most point of Pareto fronts: (a) case A (P = 90%,
 = 85%); (b) case D (P = 99.9%, Y = 98%).
33.1 12.5 2.0 42.2
35.0 9.4 1.9 35.4
34.9 7.4 1.5 23.8

increases the loading, but has a less significant effect on peak
width.

The effect of injection volume is shown in Fig. 7. In the nonlinear

range of operation and in the presence of nonideal effects, injec-
tion volume may  not be fixed, although it has a relatively narrow
range of variation. Besides, as purity and recovery requirements
rise, lower injection volumes are favored.
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Fig. 5. Chromatograms of the right most point of Pareto fronts: (a) case A (P = 90%,
Y  = 85%); (b) case D (P = 99.9%, Y = 98%).
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Fig. 6. Effect of feed concentration on productivity and desorbent requirement (case
A: P = 90%, Y = 85%, case D: P = 99.9%, Y = 98%).
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Fig. 7. Effect of injection volume on productivity and desorbent requirement (case
A:  P = 90%, Y = 85%, case D: P = 99.9%, Y = 98%).
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Fig. 8. Effect of cycle time on productivity and desorbent requirement (case A:
P  = 90%, Y = 85%, case D: P = 99.9%, Y = 98%).
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Fig. 9. Effect of throughput on productivity and desorbent requirement (case A:
P  = 90%, Y = 85%, case D: P = 99.9%, Y = 98%).
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Fig. 10. Effect of desorbent flow rate on productivity and desorbent requirement
(case A: P = 90%, Y = 85%, case D: P = 99.9%, Y = 98%).
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Fig. 11. Effect of second cut interval on productivity and desorbent requirement
(case A: P = 90%, Y = 85%, case D: P = 99.9%, Y = 98%).
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Fig. 8 shows that productivity and desorbent requirement
onotonically fall as cycle time increases. The effect on produc-

ivity can be readily explained by Eq. (8).  However, the effect of
ycle time on desorbent requirement can be explained when vari-
tions in desorbent flow rate and cycle time are observed together.
n fact, the former one has a wider range of change compared to
he latter one, so the term QDtcy that appears in the definition of
esorbent requirement (Eq. (9))  has a negative slope once plotted
s. cycle time.

Fig. 9 shows that throughput, which is a combination of three
ecision variables as described in Eq. (25), has linear relation with
r. However, because all the three combined variables are con-
trained, they have to be taken as independent decision variables
or optimization.

Eq. (9) can be written in terms of throughput

r = Q D

TF
+ 1

cF
T

(26)

he pattern observed in Fig. 9 shows that unlike what is inferred
rom Eq. (26), desorbent requirement increases as throughput
ncreases because the effect of desorbent flow rate completely dom-
nates the effect of throughput. Therefore, these effects must be
nderstood in a holistic way.

The increase in desorbent requirement with increasing desor-
ent flow rate may  look intuitive as it can be inferred from Eq. (9)
nd seen in Fig. 10.  However, apart from what Eq. (9) implies, the
dverse effect of flow rate on the column efficiency must also be
ccounted for. This means that at higher flow rates, a larger elution
olume is required for a fixed resolution.

On the other hand, an increase in Pr with increasing QD is due to
he fact that for a certain purity and recovery requirement, larger
esorbent flow rate allows for shorter cycle time and as a result,
igher productivity.

The primary role of the cut intervals is to guarantee purity and
ecovery with the ultimate objectives of increasing the productiv-
ty and decreasing the desorbent requirement. For a specific purity
nd recovery requirements, the first and third cut intervals vary
n a similar fashion as of the cycle time (results are not shown).
lthough due to the tailing effect of the Langmuir-type isotherm,

hird cut interval constitutes a relatively larger portion of the cycle
ime. As a result, more retained product fraction (rich in component
) is less concentrated than less retained one (rich in component
).

In contrast to first and third intervals, second cut interval is
etermined such that specifications of product fraction A are sat-

sfied at minimal cycle time and desorbent flow rate. Actually,
econd fraction is primarily the overlapped part of the concen-
ration profile of products B and A. A low value of second cut
nterval is therefore beneficial for reducing loss of product A as it
ncreases recovery. It is also beneficial for increasing productivity
s it decreases the cycle time, which is observed in Fig. 11 where
t is clustered toward its lower limits. A higher value of second cut
nterval is observed for case study D compared to case study A. This
s expected since the product purity requirement is more stringent
n the former case.

.5. Simulated moving bed

For comparison, we have also presented the results of a closed-
oop SMB  process equivalent to ISCC. The overall length and
iameter of the SMB  unit is the same as of the ISCC. A 1:2:2:1 con-
guration is assumed for this unit. Objective functions are defined
n a similar fashion as of the ISCC

r = cF
T Q F

mad
(27)
Fig. 12. Pareto fronts of ISCC and SMB.

Dr = Q F + Q D

cF
T Q F

(28)

and the decision variables are m1, m2, m3, m4, t*, and cF
T [25].

Process constraints and ranges of decision variables are also the
same as what was reported for ISCC in Table 2. Optimization of the
SMB  unit has been done only under the highest purity and recovery
requirements (i.e., P≥ 99.9 %). The Pareto front of the SMB process
shown in Fig. 12,  along with that of ISCC under comparable con-
ditions (i.e., P = 99.9%, Y = 99.5%), illustrates that the SMB process
significantly outperforms the ISCC process.

7. Concluding remarks

We have presented an improved single-column chromato-
graphic (ISCC) process for the separation of mixture of enantiomers
with an online monitoring system that has provisions for future use
of an online optimizing controller. This provides the basis for reap-
ing the full potential of a single-column process that adopts cyclic
injection.

The ISCC process has been optimized over a wide range of oper-
ating parameters namely, injection volume, cycle time, desorbent
flow rate, feed concentration, and three cut intervals with the objec-
tives of maximizing the productivity and minimizing the desorbent
requirement for different product purity and recovery specifica-
tions. It is apparent that traditional experimental optimization
techniques could not handle the complexity of this problem. There-
fore, the resulting solutions have been obtained through genetic
algorithm and presented as a set of Pareto-optimal points provid-
ing a way  for quantification of best achievable sets of productivity
and desorbent requirement values. Depending on economic and/or
environmental considerations, the end user is able to make an
informed choice of a suitable operating point from Pareto set. Calcu-
lation of gain in productivity and saving in desorbent consumption
under less stringent product specification has also been facilitated
through this work.

The relative contribution of the decision variables have been
ascertained through study of their effects on the performance
indicators. Productivity has been found to be a linear function of

throughput, which comprises three independent decision variables
namely, feed concentration, injection volume, and cycle time. How-
ever, desorbent requirement expresses a complex relation with
throughput. The importance of the second cut interval of fraction
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ollection that primarily regulates purity and recovery values, has
lso been demonstrated.

The results demonstrated that overlapped peaks (either from
he same cycle or from adjacent cycles) can be admitted
dvantageously to enhance productivity and decrease desorbent
equirement. The operability at such a point may  be guaranteed by
sing an online optimizing controller, which would be an extension
f this work. Experimental validation of this work will be done in
ear future as the integrity of this work hinges on the reliability of
odel parameters.
Finally, the optimized ISCC process was compared with an

ptimized SMB  process under pure and almost fully recovered
roducts. Results confirmed the advantages of continuous SMB  pro-
ess.

omenclature

 fluid phase concentration of solute (g/L)
* equilibrium liquid phase concentration of solute (g/L)

 column diameter (cm)
ax axial dispersion coefficient (cm2/s)
r desorbent requirement (L/g)
P particles diameter (�m)
tci cut intervals (s)
i Henry constant of species i

i equilibrium constant in Langmuir isotherm of species i
(L/g)

i overall mass transfer coefficient (1/s)
 column length (cm)
ad mass of adsorbent (g)
j dimensionless flow-rate ratio

 solid phase concentration of solute (g/L)
 purity (%)
e Peclet number
r productivity (g/(min g))
P pressure drop (bar)

 volumetric flow rate (mL/min)
e Reynolds number

 time (s)
* switching time (s)
cy cycle time (s)
sc start of cycle (s)
F throughput (g/min)

 superficial velocity (cm/s)
0 interstitial velocity (cm/s)
inj injection volume (�L)

 recovery (%)
 axial coordinate (cm)

reek letters
 overall void fraction of column

 resistance parameter

pt penalty factor

 viscosity (Pa s)

[

r. A 1231 (2012) 22– 30

Subscripts and superscripts
ad adsorbent
ax axial
A more retained component (S)-(+)-guaifenesin
B less retained component (R)-(−)-guaifenesin
D desorbent
E extract
F feed
i component index
inj injection
min  minimum
max  maximum
R raffinate
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